ON THE QUALITATIVE STUDY OF THE NONLINEAR DIFFERENCE EQUATION $x_{n+1} = \frac{\alpha x_n - \sigma}{\beta + \gamma x_{n-\tau}^p}$

Abstract. In this paper, we investigate the global behavior of the following non-linear difference equation

$$x_{n+1} = \frac{(\alpha x_n - \sigma)}{\beta + \gamma x_{n-\tau}^p}, \quad n = 0, 1, 2, \ldots$$

where the coefficients $\alpha, \beta, \gamma, p \in (0, \infty)$ and $\sigma, \tau \in \mathbb{N}$ and the initial conditions $x_{-\omega}, \ldots, x_{-1}, x_0$ are arbitrary positive real numbers, where $\omega = \max\{\sigma, \tau\}$.
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1. Introduction

The qualitative study of difference equations is a fertile research area and increasingly attracts many mathematicians. This topic draws its importance from the fact that many real life phenomena are modeled using difference equations. Examples from economy, biology, etc. can be found in [2, 5 – 7]. It is known that nonlinear difference equations are capable of producing a complicated behavior regardless its order. This can be easily seen from the family $x_{n+1} = g_\mu (x_n), \mu > 0, n \geq 0$. This behavior is ranging according to the value of $\mu$, from the existence of a bounded number of periodic solutions to chaos.

There has been a great interest in studying the global attractivity, the boundedness character and the periodicity nature of nonlinear difference equations. For example, in the articles [1, 6 – 8] closely related global convergence results were obtained which can be applied to nonlinear difference equations in proving that every solution of these equations converges to a period two solution. For other closely related results, (see [3 – 5, 9 – 24])
and the references cited therein. The study of these equations is challenging and rewarding and is still in its infancy. We believe that the nonlinear rational difference equations are of paramount importance in their own right. Furthermore the results about such equations offer prototypes for the development of the basic theory of the global behavior of nonlinear difference equations.

The objective of this article is to investigate some qualitative behavior of the solutions of the nonlinear difference equation

\[ x_{n+1} = \frac{(\alpha x_{n-\sigma})}{(\beta + \gamma x_{n-\tau}^{p})}, \quad n = 0, 1, 2, \ldots. \]  

where the coefficients \( \alpha, \beta, \gamma, p \in (0, \infty) \) and \( \sigma, \tau \in \mathbb{N} \) and the initial conditions \( x_{-\omega}, \ldots, x_{-1}, x_{0} \) are arbitrary positive real numbers, where \( \omega = \max \{\sigma, \tau\} \). Note that the difference equation (1) has been discussed in [7] in the special case when \( \sigma = 1 \) and \( \tau = 2 \).

**Definition 1.** A difference equation of order \((k + 1)\) is of the form

\[ x_{n+1} = F(x_{n}, x_{n-1}, \ldots, x_{n-k}), \quad n = 0, 1, 2, \ldots. \]  

where \( F \) is a continuous function which maps some set \( \mathbb{J}^{k+1} \) into \( \mathbb{J} \) and \( \mathbb{J} \) is a set of real numbers. An equilibrium point \( \tilde{x} \) of this equation is a point that satisfies the condition \( \tilde{x} = F(\tilde{x}, \tilde{x}, \ldots, \tilde{x}) \). That is, the constant sequence \( \{x_{n}\}_{n=-k}^{\infty} \) with \( x_{n} = \tilde{x} \) for all \( n \geq -k \) is a solution of that equation.

**Definition 2.** We say that a sequence \( \{x_{n}\}_{n=-k}^{\infty} \) is bounded and persisting if there exist positive constants \( m \) and \( M \) such that

\[ m \leq x_{n} \leq M \quad \text{for all} \quad n \geq -k. \]

**Definition 3.** A sequence \( \{x_{n}\}_{n=-k}^{\infty} \) is said to be periodic with period \( r \) if \( x_{n+r} = x_{n} \) for all \( n \geq -k \). A sequence \( \{x_{n}\}_{n=-k}^{\infty} \) is said to be periodic with prime period \( r \) if \( r \) is the smallest positive integer having this property.

**Definition 4.** A positive semi-cycle of \( \{x_{n}\}_{n=-k}^{\infty} \) consists of "a string" of terms \( \{x_{l}, x_{l+1}, \ldots, x_{m}\} \) all greater than or equal to \( \tilde{x} \), with \( l \geq -k \) and \( m \leq \infty \) such that

- either \( l = -k \) or \( l > -k \) and \( x_{l-1} < \tilde{x} \),
- and
- either \( m = \infty \) or \( m < \infty \) and \( x_{m+1} < \tilde{x} \).

A negative semi-cycle of \( \{x_{n}\}_{n=-k}^{\infty} \) consists of "a string" of terms \( \{x_{l}, x_{l+1}, \ldots, x_{m}\} \) all less than \( \tilde{x} \), with \( l \geq -k \) and \( m \leq \infty \) such that

- either \( l = -k \) or \( l > -k \) and \( x_{l-1} \geq \tilde{x} \),
and

\begin{align*}
either m = \infty \quad or \quad m < \infty \quad and \quad x_{m+1} \geq \tilde{x}.
\end{align*}

The linearized equation of (2) about the equilibrium point \( \tilde{x} \) is the linear difference equation

\begin{equation}
y_{n+1} = \sum_{i=0}^{k} \frac{\partial F(\tilde{x}, \tilde{x}, \ldots, \tilde{x})}{\partial x_{n-i}} y_{n-i}, \quad n = 0, 1, 2, \ldots.
\end{equation}

and its characteristic equation is defined by

\begin{equation}
\lambda^{k+1} = \sum_{i=0}^{k} \frac{\partial F(\tilde{x}, \tilde{x}, \ldots, \tilde{x})}{\partial x_{n-i}} \lambda^{n-i}, \quad n = 0, 1, 2, \ldots.
\end{equation}

\textbf{Theorem 1} ([7]). (i) If all roots of the characteristic equation (4) of the linearized equation (3) have absolute value less than one, then the equilibrium point \( \tilde{x} \) is locally asymptotically stable.

(ii) If at least one root of (4) has absolute value greater than one, then the equilibrium point \( \tilde{x} \) is unstable.

(iii) If (4) has roots both inside and outside the unit disk, then the equilibrium point \( \tilde{x} \) is called a saddle point.

\textbf{Theorem 2} ([11]). Assume that \( p, q \in \mathbb{R} \) and \( k \in \{0, 1, 2, \ldots\} \). Then \( |p| + |q| < 1 \), is a sufficient condition for the asymptotic stability of the difference equation

\begin{equation}
x_{n+1} - px_n + qx_{n-k} = 0, \quad n = 0, 1, 2, \ldots.
\end{equation}

2. Change of variables

By using the change of variables \( x_n = \left(\frac{\beta}{\gamma}\right)^{\frac{1}{p}} y_n \). Then (1) reduces to the difference equation

\begin{equation}
y_{n+1} = \frac{ry_{n-\sigma}}{1 + y_{n-\tau}^p}, \quad n = 0, 1, 2, \ldots.
\end{equation}

where \( r = \frac{\alpha}{\beta} > 0 \) and the initial conditions \( y_{-\omega}, y_{-\omega+1}, \ldots, y_{-1}, y_0 \in (0, \infty) \) such that \( p > 0 \) where \( \omega = \max \{\sigma, \tau\} \).

3. The dynamics of equation (5)

In this section, we investigate the dynamics of (5) under the assumptions that all parameters in (5) are positive and the initial conditions are non-negative.
The equilibrium point \( \tilde{y} \) of (5) is
\[
\tilde{y} = \frac{r \tilde{y}}{1 + \tilde{y}_{n-\tau}^p}.
\]

The difference equation (5) can be written in the form
\[
y_{n+1} = F(y_{n-\sigma}, \ldots, y_{n-\tau}), \quad n = 0, 1, 2, \ldots.
\]
where
\[
F = \frac{ry_{n-\sigma}}{1 + y_{n-\tau}^p}, \quad n = 0, 1, 2, \ldots.
\]

The linearized equation of (6) about \( \tilde{y} \) is
\[
z_{n+1} = \rho_0 y_{n-\sigma} - \rho_1 y_{n-\tau}, \quad n = 0, 1, 2, \ldots.
\]
where
\[
\frac{\partial F(\tilde{y}, \tilde{y})}{\partial y_{n-\sigma}} = \frac{r}{1 + \tilde{y}^p} = \rho_0 \quad \text{and} \quad \frac{\partial F(\tilde{y}, \tilde{y})}{y_{n-\tau}} = -\frac{r \tilde{y}^p}{(1 + \tilde{y}^p)^2} = \rho_1.
\]

Its characteristic equation is
\[
\lambda^{k+1} - \frac{r}{1 + \tilde{y}^p} \lambda^{n-\sigma} + \frac{r \tilde{y}^p}{(1 + \tilde{y}^p)^2} \lambda^{n-\tau} = 0.
\]

Note that \( \tilde{y}_1 = 0 \) is always an equilibrium point of (5). When \( r > 1 \), (5) also possesses the unique positive equilibrium point \( \tilde{y}_2 = (r - 1)^{\frac{1}{p}} \).

**Theorem 3.** The following statements are true:

(i) If \( r < 1 \), then the equilibrium point \( \tilde{y}_1 = 0 \) of (5) is locally asymptotically stable.

(ii) If \( r > 1 \), then the equilibrium point \( \tilde{y}_1 = 0 \) of (5) is a saddle point.

(iii) If \( r > 1 \), \( \sigma = \tau \) and \( 0 < p < \frac{2r}{r-1} \) then the equilibrium point \( \tilde{y}_2 = (r - 1)^{\frac{1}{p}} \) of (5) is locally asymptotically stable.

(iv) If \( r > 1 \), \( \sigma = \tau \) and \( p > \frac{2r}{r-1} \) then the equilibrium point \( \tilde{y}_2 = (r - 1)^{\frac{1}{p}} \) of (5) is unstable.

(v) If \( r > 1 \), \( \sigma = \tau \) and \( p = \frac{2r}{r-1} \) then the linearized stability analysis fails.

(vi) If \( r > 1 \), \( \sigma \neq \tau \) then the equilibrium point \( \tilde{y}_2 = (r - 1)^{\frac{1}{p}} \) of (5) is unstable.
**Proof.** The linearized equation of (5) about the equilibrium point $\tilde{y}_1 = 0$ is

\[(10) \quad z_{n+1} - ry_{n-\sigma} = 0, \quad n = 0, 1, 2, \ldots .\]

and its characteristic equation is

\[(11) \quad \lambda^{n-\sigma} (\lambda^{\sigma+1} - r) = 0.\]

According to Theorems 1 and 2 we deduce that the proofs of (i) and (ii) are completed.

The linearized equation of (5) about the equilibrium point $\tilde{y}_2 = (r - 1)^{\frac{1}{p}}$ when $\sigma = \tau$ and $r > 1$ has the form

\[(12) \quad z_{n+1} + \left[\frac{p(r - 1)}{r} - 1\right] z_{n-\sigma} = 0, \quad n = 0, 1, 2, \ldots .\]

and its characteristic equation is

\[(13) \quad \lambda^{n+1} + \left[\frac{p(r - 1)}{r} - 1\right] \lambda^{n-\sigma} = 0.\]

According to Theorems 1 and 2 we deduce that if $0 < p < \frac{2r}{r-1}$ then $\tilde{y}_2$ is locally asymptotically stable, while if $p > \frac{2r}{r-1}$ then $\tilde{y}_2$ is unstable and if $p = \frac{2r}{r-1}$ then the linearized stability analysis fails. Now, the proofs of (iii)-(v) are completed. The linearized equation of (5) about the equilibrium point $\tilde{y}_2 = (r - 1)^{\frac{1}{p}}$ when $\sigma \neq \tau$ and $r > 1$ has the form

\[(14) \quad z_{n+1} + a_1 z_{n-\sigma} + a_2 z_{n-\tau} = 0, \quad n = 0, 1, 2, \ldots .\]

and its characteristic equation is

\[(15) \quad \lambda^{n+1} + a_1 \lambda^{n-\sigma} + a_2 \lambda^{n-\tau} = 0,\]

where

\[(16) \quad a_1 = -1, \quad a_2 = \frac{p(r - 1)}{r}.\]

It is clear that $|a_1| + |a_2| > 1$, then according to Theorems 1 and 2 the equilibrium point $\tilde{y}_2$ is unstable. The proof of (vi) is completed. The proof of Theorem 3 is now completed. ■
**Theorem 4.** Assume that \( r > 1 \) and \( \omega = \max \{\sigma, \tau\} \). Let \( \{y_n\}_{n=-\omega}^{\infty} \) be a solution of (5) such that \( \sigma \) is odd, \( \tau \) is even. Assume that the following inequalities hold:

\[
\begin{align*}
\text{or} \\
\begin{cases}
y_{\sigma}, y_{\sigma+2}, \ldots, y_{\tau+1}, y_{\tau+3}, \ldots & < \tilde{y}_2, \\
y_{\sigma+1}, y_{\sigma+3}, \ldots, y_{\tau}, y_{\tau+2}, \ldots & \geq \tilde{y}_2,
\end{cases}
\end{align*}
\]

Then the solution \( \{y_n\}_{n=-\omega}^{\infty} \) oscillates about the equilibrium point \( \tilde{y}_2 = (r-1)^{1/p} \) with semi-cycles of length one.

**Proof.** Assume that (17) holds. (The case when (18) holds is similar and will be omitted). Then

\[
y_1 = \frac{ry_{\sigma}}{1 + y_{n-\tau}^p} \leq \frac{r\tilde{y}_2}{1 + \tilde{y}_2^p} = \tilde{y}_2,
\]

\[
y_2 = \frac{ry_{\sigma+1}}{1 + y_{n-\tau+1}^p} > \frac{r\tilde{y}_2}{1 + \tilde{y}_2^p} = \tilde{y}_2,
\]

\[
y_3 = \frac{ry_{\sigma+2}}{1 + y_{n-\tau+2}^p} < \frac{r\tilde{y}_2}{1 + \tilde{y}_2^p} = \tilde{y}_2,
\]

and

\[
y_4 = \frac{ry_{\sigma+3}}{1 + y_{n-\tau+3}^p} > \frac{r\tilde{y}_2}{1 + \tilde{y}_2^p} = \tilde{y}_2,
\]

and so on. The proof of Theorem 4 follows by induction. \( \blacksquare \)

**Theorem 5.** The following statements are true:

(i) Assume that \( r < 1 \), then the equilibrium point \( \tilde{y}_1 = 0 \) of (5) is globally asymptotically stable.

(ii) Assume that \( r > 1 \), \( \sigma = \tau \) and \( 0 < p < \frac{2r}{r-1} \), then the equilibrium point \( \tilde{y}_2 = (r-1)^{1/p} \) of (5) is globally asymptotically stable.

**Proof.** We have proved in Theorem 3 that if \( r < 1 \), then the equilibrium point \( \tilde{y}_1 = 0 \) of (5) is locally asymptotically stable. So, to prove (i) we must prove that the equilibrium point \( \tilde{y}_1 = 0 \) of (5) is global attractor. To this end, we note that

\[
0 \leq y_{n+1} = \frac{ry_{n-\sigma}}{1 + y_{n-\tau}^p} \leq ry_{n-\sigma} < y_{n-\sigma}.
\]
Consequently, we have \( \lim_{n \to \infty} y_n = 0 \). The proof of (i) is now completed.

Also, we have proved in Theorem 3 that if \( r > 1, \sigma = \tau \) and \( 0 < p < \frac{2r}{r-1} \), then the equilibrium point \( \tilde{y}_2 = (r-1)^{\frac{1}{p}} \) of (5) is locally asymptotically stable. So, to prove (ii) we must prove that the equilibrium point \( \tilde{y}_2 = (r-1)^{\frac{1}{p}} \) of (5) is global attractor. To this end, let \( S = \limsup_{n \to \infty} y_n \) and \( I = \liminf_{n \to \infty} y_n \). Then we deduce from (5) that

\[
S \leq \frac{rI}{1 + IP} \quad \text{and} \quad I \leq \frac{rS}{1 + SP}.
\]

Consequently, we have the inequality

\[
\frac{rS^2}{1 + SP} \leq IS \leq \frac{rI^2}{1 + IP},
\]

Since

\[
S > I,
\]

then, it is easy to see that

\[
\frac{1}{1 + SP} < \frac{1}{1 + IP}.
\]

From (21) and (23), we have

\[
S < I.
\]

Then from (22) and (24), we deduce that \( S = I \). This proves that the equilibrium point \( \tilde{y}_2 \) is global attractor. The proof of (ii) is now completed. Thus, the proof of Theorem 5 is now completed. \[\blacksquare\]

**Theorem 6.** Assume that \( r > 1 \), together with the following cases:

(i) If \( \sigma \) is odd and \( \tau \) is even,

(ii) If \( \sigma \) and \( \tau \) are odd.

Then (5) possesses an unbounded solution.

**Proof.** From Theorem 4, we deduce from case (i) that is

\[
y_{2n+1} < \tilde{y}_2 \quad \text{and} \quad y_{2n} \geq \tilde{y}_2.
\]

Consequently, we have

\[
y_{2n+2} = \frac{ry_{2n+1-\sigma}}{1 + y_{2n+1-\sigma}} > \frac{ry_{2n+1-\sigma}}{1 + (r-1)} = y_{2n+1-\sigma},
\]
and
\[ y_{2n+3} = \frac{ry_{2n+2}-\sigma}{1+y_{2n+2-\tau}^p} \leq \frac{ry_{2n+2}-\sigma}{1+(r-1)} = y_{2n+2-\sigma}. \]

From which it follows that
\[ \lim_{n \to \infty} y_{2n} = \infty \quad \text{and} \quad \lim_{n \to \infty} y_{2n+1} = 0. \]

This proves that (5) possesses an unbounded solution for case (i).

Similarly, from case (ii) we can show that
\[ y_{2n+2} \leq y_{2n+1-\sigma} \quad \text{and} \quad y_{2n+3} > y_{2n+2-\sigma}. \]

From which it follows that
\[ \lim_{n \to \infty} y_{2n} = 0 \quad \text{and} \quad \lim_{n \to \infty} y_{2n+1} = \infty. \]

Thus, the proof of Theorem 6 is now completed.

\[ \square \]

**Theorem 7.** (i) If \( \sigma \) is odd and \( \tau \) is even, then, if \( r = 1 \) (5) has prime period two solution

\[ \ldots, \Phi, 0, \Phi, 0, \ldots \]

with \( \Phi > 0 \). Furthermore, every solution of (5) converges to the prime period two solution (25) with \( \Phi > 0 \). While if \( r > 1 \) or \( r < 1 \) then, (5) has no prime period two solution.

(ii) If \( \sigma \) is even and \( \tau \) is odd, then, (5) has no prime period two solution.

(iii) If both \( \sigma \) and \( \tau \) are odd, then, (5) has no prime period two solution.

(iv) If both \( \sigma \) and \( \tau \) are even, then, (5) has prime period two solution if \( p > 1 \) while if \( 0 < p < 1 \) then, (5) has no prime period two solution.

**Proof.** Let

\[ \ldots, \Phi, \Psi, \Phi, \Psi, \ldots \]

be a non-negative distinctive prime period two solution of (5).

**Case (i).** If \( \sigma \) is odd and \( \tau \) is even, then, \( y_{n+1} = y_{n-\sigma} \) and \( y_n = y_{n-\tau} \). Then from (5) we have \( \Phi = \frac{r\Phi}{1+\Psi^p} \) and \( \Psi = \frac{r\Psi}{1+\Phi^p} \). Consequently, we have

\[ 0 \leq \Phi \Psi = \frac{(1-r)(\Phi-\Psi)}{\Phi^{p-1}-\Psi^{p-1}}. \]

From (26) we deduce that if \( p > 1 \) then \( r \leq 1 \). If \( r < 1 \) this implies that \( \Phi < 0 \) or \( \Psi < 0 \) which is impossible, since \( \Phi > 0 \) and \( \Psi > 0 \). Thus, if \( r > 1 \) and \( r < 1 \), then (5) has no prime period two solution. So, \( r = 1 \). If \( p < 1 \) then \( r \geq 1 \). If \( r > 1 \) then \( \Phi = \Psi = (r-1)\frac{1}{p} \neq 0 \) which is impossible, since
Φ ≠ Ψ. Thus, if 0 < p < 1 and r > 1 then (5) has no prime period two solution. So, r = 1. Assume that r = 1 and let \( \{x_n\}_{n=-\omega}^{\infty} \) be a solution of (5), where, \( \omega = \max \{\sigma, \tau\} \). If \( \omega = \tau \), then

\[
y_{n+1} - y_{n-\sigma} = \frac{y_{n-\sigma}y_{n-\tau}^p}{1 + y_{n-\tau}^p} \leq 0.
\]

From (27) we deduce that, the even terms of this solution decreases to a limit (say \( \Psi \geq 0 \)). Thus, \( \Phi = \frac{\Phi}{1+\Psi^p} \) and \( \Psi = \frac{\Psi}{1+\Phi^p} \) which implies that \( \Phi\Psi^p = 0 \) and \( \Psi\Phi^p = 0 \). This completes the proof of case (i).

**Case (ii).** If \( \sigma \) is even and \( \tau \) is odd, then, \( y_n = y_{n-\sigma} \) and \( y_{n+1} = y_{n-\tau} \). Then from (5) we have \( \Phi = \frac{r\Psi}{1+\Phi^p} \) and \( \Psi = \frac{r\Phi}{1+\Psi^p} \). Consequently, we have

\[
0 \leq \frac{\Phi^{p+1} - \Psi^{p+1}}{\Phi - \Psi} = -(r+1).
\]

From (28) we deduce that, \( r+1 \leq 0 \) and hence \( r \leq -1 \). This is impossible, since \( r > 0 \). Therefore (5) has no prime period two solution.

**Case (iii).** If \( \sigma \) and \( \tau \) are odd, then, \( y_{n+1} = y_{n-\sigma} = y_{n-\tau} \) and from (5) we have \( \Phi = \frac{r\Phi}{1+\Psi^p} \) and \( \Psi = \frac{r\Psi}{1+\Phi^p} \). Consequently, if \( r > 1 \) we get \( \Phi = \Psi = (r-1)\frac{1}{p} \neq 0 \). This is impossible, since \( \Phi \neq \Psi \neq 0 \). Therefore (5) has no prime period two solution.

**Case (iv).** If \( \sigma \) and \( \tau \) are even, then, \( y_n = y_{n-\sigma} = y_{n-\tau} \) and from (5) we have \( \Phi = \frac{r\Psi}{1+\Phi^p} \) and \( \Psi = \frac{r\Phi}{1+\Psi^p} \). Consequently, we get

\[
\Phi\Psi = \frac{(r+1)(\Phi - \Psi)}{\Phi^{p-1} - \Psi^{p-1}} \geq 0.
\]

From (29) we deduce for \( p > 1 \) and \( r > 0 \) that (5) has prime period two solution, while if \( 0 < p < 1 \) then \( r+1 \leq 0 \). Therefore \( r \leq -1 \). This is impossible, since \( r > 0 \). Thus, (5) has no prime period two solution. The proof of Theorem 7 is now completed.

**4. Conclusions**

In this paper, we have studied the nonlinear difference equation (5) and we have shown under certain conditions on the parameters \( \sigma, \tau, p \) and \( r \) that its solution is globally asymptotic stable and oscillates about the equilibrium point with semi-cycles of length one. Furthermore, we have shown also under certain conditions on these parameters that (5) possesses an unbounded solution and this equation has (or not) a prime period two solution.
References

[3] Elabbasy E.M., El-Metwally H., Elsayed E.M., On the difference equation \( x_{n+1} = (\alpha x_{n-1} + \beta x_{n-k})/(Ax_{n-1} + Bx_{n-k}) \), Acta Mathematica Vietnamica, 33(1)(2008), 85-94.
[13] Zayed E.M.E., El-Moneam M.A., On the rational recursive sequence \( x_{n+1} = (D + \alpha x_n + \beta x_{n-1} + \gamma x_{n-2})/(Ax_n + Bx_{n-1} + Cx_{n-2}) \), Comm. Appl. Nonlinear Analysis, 12(2005), 15-28.
[14] Zayed E.M.E., El-Moneam M.A., On the rational recursive sequence \( x_{n+1} = (\alpha x_n + \beta x_{n-1} + \gamma x_{n-2} + \delta x_{n-3})/(Ax_n + Bx_{n-1} + Cx_{n-2} + Dx_{n-3}) \), J. Appl. Math. & Computing, 22(2006), 247-262.
[15] Zayed E.M.E., El-Moneam M.A., On the rational recursive sequence \( x_{n+1} = (A + \sum_{i=0}^{k} \alpha_i x_{n-i})/\sum_{i=0}^{k} \beta_i x_{n-i} \), Mathematica Bohemica, 133(3)(2008), 225-239.
[16] Zayed E.M.E., El-Moneam M.A., On the rational recursive sequence \( x_{n+1} = (A + \sum_{i=0}^{k} \alpha_i x_{n-i})/(B + \sum_{i=0}^{k} \beta_i x_{n-i}) \), Int. J. Math. & Math. Sci, Volume 2007, Article ID 23618, 12 pages, doi: 10.1155/2007/23618.
On the qualitative study of the nonlinear . . .


[19] Zayed E.M.E., El-Moneam M.A., On the rational recursive sequence $x_{n+1} = Ax_n + (\beta x_n + \gamma x_{n-k})/(C x_n + Dx_{n-k})$, Comm. Appl. Nonlinear Analysis, 16(2009), 91-106.

[20] Zayed E.M.E., El-Moneam M.A., On the rational recursive sequence $x_{n+1} = \gamma x_{n-k} + (ax_n + bx_{n-k})/(cx_n - dx_{n-k})$, Bulletin of the Iranian Mathematical Society, 36(2010), 103-115.


[22] Zayed E.M.E., El-Moneam M.A., On the rational recursive sequence $x_{n+1} = Ax_n + Bx_{n-k} + (\beta x_n + \gamma x_{n-k})/(C x_n + Dx_{n-k})$, Acta Appl. Math., 111(2010), 287-301.

[23] Zayed E.M.E., El-Moneam M.A., On the rational recursive sequence $x_{n+1} = (\alpha_0 x_n + \alpha_1 x_{n-l} + \alpha_2 x_{n-k})/(\beta_0 x_n + \beta_1 x_{n-l} + \beta_2 x_{n-k})$, Mathematica Bohemica, 135(2010), 319-336.

[24] Zayed E.M.E., El-Moneam M.A., On the rational recursive sequence $x_{n+1} = (A + \alpha_0 x_n + \alpha_1 x_{n-\sigma})/(B + \beta_0 x_n + \beta_1 x_{n-\tau})$, Acta Math. Vietnamica, 36(2011), 73-87.

E. M. E. Zayed
Mathematics Department
Faculty of Science
Zagazig University
Zagazig, Egypt
e-mail: e.m.e.zayed@hotmail.com

M. A. El-Moneam
Mathematics Department
Faculty of Science
Zagazig University
Zagazig, Egypt
Present address:
Mathematics Department
Faculty of Science and Arts
Jazan University
Farasan, Jazan, Kingdom of Saudi Arabia
e-mail: mabdelmeneam2004@yahoo.com

Received on 16.01.2012 and, in revised form, on 19.07.2012.